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INTRODUCTION 

Human society has very close relationship to transport since ever. Without the existence of 

quality transport, the historical development would never be possible in its full extent and 

complexity. It its modes from individual one to the public one transport is the engine and an 

essential condition of the economic performance of contemporary civilization. To provide public 

transportation services is one of the basic indicators of the life standard in certain locality, thus 

public transport services shall be seen as important issue in each region. It is essential to understand 

local circumstances and transport needs for its proper provision, this is the only way how to achieve 

the aim of high-quality service offer fulfilling contemporary sustainable mobility requirements. 

Public transportation services are natural part of public services provided by the self-

governed regions and central government in the Czech Republic as well as former Czechoslovakia, 

the development of recent years brings up new issues and challenges though. Dynamic development 

of recent three decades brought extraordinary amount of changes that had to affect the public 

transport services too. The massive outbreak of individual motorism, growing regional disparities in 

development and economic efficiency, weakening of local industrial concentration, political and 

social integration into the structures in politically-western-European area leading to the growth of 

the standard of living, suburbanization and urban sprawl, cultural and social megatrends, integration 

of public transport subsystems and cost optimization pressure lead to new requirements. 

Public transport services and their provision by public transport contracts are part of 

complicated multidisciplinary issue. This complex issue has strong impact on the citizens, which 

very often leads to the fact that the solution are more political compromises (on the local, regional, 

national as well as international level) than the outcomes of scientific approach. 

The evaluation of the public transport services quality level, the influence of certain factors 

determining its extent and how anticipatively it reacts to the transport needs of local inhabitants 

with respect to the financial limitations of public budgets are very complicated, it is influenced by 

many social, political, demographical and economic factors. 

The subject of this thesis is to design a methodology of the evaluation  

of the extent of public transport services in certain municipality units within a region  

with the usage of a mathematical-statistical model of public transport services connection count 

prediction. The main aim is accomplished by using appropriate scientific methods based on detailed 

analysis of present-time knowledge of the issue. 
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1 ANALYSIS OF CURRENT STATE IN THE FIELD OF THE 

DOCTORAL THESIS 

The first chapter of the thesis covers the analysis of the existing situation in the field of 

public transportation services. The chapter is based on thorough review of wide variety of domestic 

and foreign literature. The analysis consists of the topics of public transportation services and their 

undisputable benefits to contemporary society as it is widely accepted as the only sustainable 

alternative to individual motorism. The benefits can be recognized in many fields, in particular the 

benefits in social field are crucial. 

Under certain circumstances the public transportation services can bring the economical 

profit, but in the overwhelming majority of the cases public transportation services aren’t viable in 

purely economic point of view. The evaluation of the public transportation services shall be shifted 

from purely economical to social-economical point and accepted as services provided in public 

interest. This approach also transforms the economic model, the services are provided not only to 

meet the demand, but also to meet other needs than a priori demand. Including the social aspects in 

public transportation services planning and organizing is essential part of sustainable mobility. 

Public interest is represented by public transport services contracts. The subsidies involved aren’t 

primarily the support to the operator, but the payment for services provided for the region and its 

inhabitants. 

The public transportation services system in the Czech Republic is well known for its long 

tradition, considerably high quality and high usage by commuting, most of the connections are 

provided on the base of public transportation contracts. Annual subsidy to the system reaches 

approximately 20 billion of CZK. 

The emphasis was put on public transportation services determining factors, the importance 

of certain factors varies, but authors of public literature agree on crucial importance of the 

population. The problem of discontinuity of public transport services quality in different regions is 

identified, the extent of public transport services varies among regions. Despite this fact no 

methodology of the evaluation of the extent of public transport services in certain municipality units 

within a region was found, public transport services standards define only minimum level of 

service. 

Chosen competent authorities (regions, ministry of transport) come up with standard and 

above-standard extent of public transport services provided and also stronger emphasis on planning 

and its obligatory character appears recently. These aspects are other reasons to come up with the 

methodology of the evaluation of the extent of public transport services. 
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2 AIMS OF THE DOCTORAL THESIS 

Based on the detailed literature review of the current state in the field of doctoral thesis in 

Czech Republic and abroad the aims of the thesis are set. The main aim of this doctoral thesis is to 

design a methodology of the evaluation of the extent of public transport services in certain 

municipality units within a region with the usage of a mathematical-statistical model of public 

transport services connection count prediction. 

The model will create predictions of the public transportation services connection count 

within defined time period in certain municipal units of analyzed regions with high statistical 

credibility. The starting point for reaching the aim will be the complex analysis of particular factors 

determining public transportation services in municipal units. The outcome will not be only the 

count prediction, but also the influence rate of particular factors. The model will cover wide variety 

of specific aspects determining the final count of public transport service connections serving 

particular municipal unit, it will allow transparent comparison of the predicted count and reference 

count. This makes it a useful decision support tool when deciding about public transport services. 

Also, there is vast potential of wide usage of the whole methodology in order to understand deeper 

this issue following by the benefits in the sector of education. 

The main aim will be reached by accomplishing a serie of sequential sub-aims: 

1. To form a mathematical-statistical model predicting the count of public 

transportation service connections in particular municipal units of a region. The sub-

aim is accomplished by using appropriate scientific methods based on detailed 

analysis of present-time knowledge of the issue. The main requirement to be met by 

the model is its ability to predict the level of public transport services in assessed 

municipal units based on factors that are identified as the ones that determine the 

extent of public transportation services, the prediction shall be done with high 

statistical credibility. 

2. To form a methodology of the evaluation of the extent of public transport services in 

certain municipality units with the usage of a model created according to the 

previous sub-aim. 

3. Use the methodology and create the model. 

4. To apply the methodology and model created within on certain region, to adjust the 

model based on the real data from that region and assess its credibility. The outcome 

should undergo a critical analysis that will be the last step of the methodology. 



 

- 7 - 

3 LIST OF USED METHODS 

Throughout all the doctoral thesis only methods and techniques based on rational logics in 

compliance with science methodology are used to reach the aims. The choice of scientific methods 

originates from the principles of scientific research, the emphasis is put on systematic and organized 

character. Scientific research is realized in three standard steps – the exploration, the prediction and 

the explanation (Olecká and Ivanová, 2010): 

• The exploration is the introductory part of the scientific research, basic elements of 

the research scope are identified and characterized. 

• The prediction follows, during this phase certain qualitative and quantitative 

characteristics are identified and links between them are described. 

• Final research part is the explanation, during this phase the final information is 

presented and issue explained. 

3.1 Basic Explanatory Methods 

The cornerstones are basic explanatory methods that are universally applicable at all steps of 

scientific research. Among methods used in this thesis literature review, abstraction and 

concretization, deduction and induction, analysis and synthesis, analogy and comparing and expert 

estimation. 

3.2 Prognostic Methods 

Fundamental methods in this thesis are prognostic methods, exact prognostic methods 

according to Jirsák, Mervart and Vinš (2012) are used. The model created in the methodology is 

based in regression, that is basic statistical method when exploring links between numerical signs 

(Blatná, 2008). 

3.2.1 Linear regression 

Regression function is expected value of the dependent (stochastic; output) variable derived 

from changeable combinations of independent (deterministic; input) variables, thus regression can 

be understood in the way presented in the formula (1) according to van Wieringen (2019); Blatná 

(2008) and Hebák (1998). 

𝑌 = 𝑓(x, 𝛽1, … , 𝛽𝑘) + 𝜀 = 𝐸(𝑌|𝑥) 

where: 

𝑌 .............................. output variable [-], 

𝑥 .............................. input variable [-], 

𝛽1, … , 𝛽𝑘 ................. regression parameters [-], 

𝑘 .............................. regression parameters count, 𝑘 ≥ 1 ∧ 𝑘 ∈ ℕ [-], 

(1) 
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𝑓(x, 𝛽1, … , 𝛽𝑘) ......... regression function [-], 

𝜀 ............................... error variable caused by the influences not included in the model [-], 

𝐸(𝑌|x) ..................... expected value of the output variable 𝑌 derived from 𝑥 [-]. 

Basic vector view on vector regression based on van Wieringen (2019), Tvrdík (2013), 

Bremer (2012), Anděl (2005), Zvára (2002), Hebák (1998). Rousseeuw and Yohai (1984), Golub, 

Heath and Wahba (1979) and Hoerl and Kennard (1970) is presented in formula (2). 

𝐲 = 𝐗𝛃 + 𝛆 

where: 

𝐲 .............................. vector of real empirically found values of dependent variable consisting 

of 𝑛 dimensions [-], 

𝐗 .............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions [-], 

𝛃 .............................. vector of regression coefficients consisting of 𝑝 dimensions [-], 

𝛆............................... vector of error variable consisting of  𝑛 dimensions [-]. 

The linear regression is based on ordinary least squares method introduced by Gauß (1809). 

The interpretations by Bondell and Stefanski (2013), Bremer (2012) and Franc (2011) are presented 

in the formula (3). 

min 
�̂�

𝐞T𝐞 = min
�̂�

(𝐲 − 𝐗�̂�)
T

(𝐲 − 𝐗�̂�) = min
�̂�

(𝐲 − ∑ 𝐱𝒋
𝐓�̂�

𝑘

𝑗=1

)

2

 

where: 

𝐞 .............................. residual vector of differences between real empirically found values of 

𝑦 variable and their predicated estimation consisting of  𝑛 dimensions  

[-], 

�̂� .............................. vector of the estimations of the regression coefficient 𝛽 consisting of 𝑝 

dimensions [-], 

𝐲 .............................. vector of real empirically found values of dependent variable consisting 

of 𝑛 dimensions [-], 

𝐗 .............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions [-], 

𝑗 ............................... identifier of particular input valuable, 𝑗 ∈ 〈1; 𝑘〉 ∧ 𝑗 ∈ ℕ [-], 

𝑘 .............................. regression parameters count, 𝑘 ≥ 1 ∧ 𝑘 ∈ ℕ [-], 

𝐱𝒋 ............................. vector of the values of  𝑗th independent variable consisting of  𝑘 

dimensions [-]. 

The outcome of the linear regression model is shown in the formula (4) according to 

Neubauer (2016), Bremer (2012) and Hebák and Svobodová (2001). 

�̂� = 𝐗�̂� 

(3) 

(2) 

(4) 
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where: 

�̂� .............................. vector of predicted values of independent variable consisting of 𝑛 

dimensions [-], 

𝐗 .............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions [-], 

�̂� .............................. vector of the estimations of the regression coefficient 𝛽 consisting of 𝑝 

dimensions [-]. 

3.2.2 Robust regression using LTS 

According to Hebák and Svobodová (2001) any systematic pattern or nonrandomness of the 

residuals indicates to shortcomings of the regression model. The linear regression model based on 

the ordinary least squares method is very sensitive to outliers. Robust regression is involved in 

order to deal with outliers. Based on comparison of different robust regression methods LTS (Least 

trimmed squares method) is chosen to be used in the model. LTS is based on the iteration principle, 

it has four main steps (Doornik, 2011): 

1. Setting the trimming constant of 𝑟. 

2. All possible subsets 𝛾 consisting of 𝑟 observations are generated. For each subset 𝛾 

the regression coefficients 𝛽 estimations are counted by standard ordinary least 

squares method. 

3. The residuals 𝑒𝐿𝑇𝑆,𝛾
𝑚  are counted for each vector �̂�𝜸

𝐋𝐓𝐒 and all 𝑛 observations. 

Resiudals vector 𝐞𝜸 is assembled for each vector �̂�𝜸
𝐋𝐓𝐒. The dimensions of vector 𝐞𝜸 

are ordered ordinaly according to the size of the second powers of their residuals. 

4. Particular vector �̂�𝜸
𝐋𝐓𝐒 is chosen, it is the vector that leads to the lowest values of the 

minimization criterion. The criterion is introduced in the formula (5) (Alfons, Croux 

and Gelper, 2013). 

min
𝛾

min
�̂�𝜸

𝐋𝐓𝐒
𝐞𝜸

∗ 2 = min
𝛾

min
�̂�𝜸

𝐋𝐓𝐒
(𝐲𝜸

∗ − 𝐗𝜸
∗ �̂�𝜸

𝐋𝐓𝐒)
2

= min
𝛾

min
�̂�0

𝐿𝑇𝑆,𝛾
,�̂�𝑗

𝐿𝑇𝑆,𝛾
∑ 𝑒𝛾

[𝑚𝛾]
2

𝑟

[𝑚𝛾]=1

=

= min
𝛾

min
�̂�0

𝐿𝑇𝑆,𝛾
,�̂�𝑗

𝐿𝑇𝑆,𝛾
∑ (𝑦[𝑚𝛾] − �̂�0

𝐿𝑇𝑆,𝛾
− ∑ �̂�𝑗

𝐿𝑇𝑆,𝛾
× 𝑥

𝑗

[𝑚𝛾]
𝑘

𝑗=1

)

2
𝑟

[𝑚𝛾]=1

 

 where: 

𝛾 .............................. identifier of particular subset consisting of 𝑟 observations,  

𝛾 ∈ 〈1; Γ〉 ∧ 𝛾 ∈ ℕ [-], 

�̂�𝜸
𝐋𝐓𝐒......................... vector of the estimations of the regression coefficient 𝛽 numerated by 

LTS method for the subset 𝛾 consisting of 𝑝 dimensions [-], 

𝐞𝜸
∗  ............................ residual vector of differences between real empirically found values of 

𝑦 variable and their predicated estimation consisting of  𝑟 dimensions 

(5) 
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representing the observations included in subset 𝛾, the order of 

particular dimensions 𝑒𝛾

[𝑚𝛾]
 is set ordinally according to the size of their 

second powers [-], 

𝐲𝜸
∗ ............................. vector of real empirically found values of dependent variable consisting 

of  𝑟 dimensions representing the observations included in subset 𝛾, the 

order of particular dimenstions 𝑦𝛾

[𝑚𝛾]
 is set ordinally according to the 

size of the second powers of their residuals 𝑒𝛾

[𝑚𝛾]
 counted for assessed 

vector �̂�𝜸
𝐋𝐓𝐒 [-], 

𝐗𝜸
∗  ............................ matrix of independent variables of the (𝑟 × 𝑝) dimensions, the order of 

particular rows [𝑚𝛾] is set ordinally according to the size of the second 

powers of their residuals 𝑒𝛾

[𝑚𝛾]
 counted for assessed vector �̂�𝜸

𝐋𝐓𝐒 [-], 

�̂�0
𝐿𝑇𝑆,𝛾

 ....................... the estimation of the intercept term counted by the LTS method for 

subset 𝛾 [-], 

�̂�𝑗
𝐿𝑇𝑆,𝛾

 ....................... the estimation of the regression coefficient of 𝑗th independent variable 

counted by the LTS method for subset 𝛾 [-], 

[𝑚𝛾] ........................ identifier of particular observation in the adjusted ordinal order 

according to the size of the second powers of their residuals 𝑒𝛾

[𝑚𝛾]
 

counted for asessed vector �̂�𝜸
𝐋𝐓𝐒, [𝑚𝛾] ∈ 〈1; 𝑛〉 ∧ [𝑚𝛾] ∈ ℕ [-], 

𝑟............................... trimming constant, the number of observations included in particular 

subsets 𝛾 of the minimization criterion of LTS method, 

𝑟 ∈ 〈1; 𝑛〉 ∧ 𝑟 ∈ ℕ [-], 

𝑒𝛾

[𝑚𝛾]
 ........................ the residuum of the observation [𝑚𝛾] counted with the use of assessed 

estimations of regression coefficients 𝛽 for subset 𝛾 [-], 

𝑦[𝑚𝛾] ........................ true empirically identified value of the independent variable for the 

observation [𝑚𝛾] [-], 

𝑗 ............................... identifier of particular input valuable, 𝑗 ∈ 〈1; 𝑘〉 ∧ 𝑗 ∈ ℕ [-], 

𝑘 .............................. regression parameters count, 𝑘 ≥ 1 ∧ 𝑘 ∈ ℕ [-], 

𝑥
𝑗

[𝑚𝛾]
 ........................ value of 𝑗th independent variable for the observation [𝑚𝛾] [-]. 

3.2.3 Ridge regression 

By the multiple regression analysis growing number of variables 𝑘 leads to a drop in the 

credibility of the ordinary least squares method, the vectors of input variables aren’t orthogonal, the 

absence of orthogonality means that multicollinearity appears in the model (Bremer, 2012; Hoerl 

and Kennard, 1970). Reaching clear orthogonality between all input variables isn’t possible in real 



 

- 11 - 

world. Then multicollinearity leads to the distortion of values of regression coefficients, instability 

of regression model a very low model credibility (Dorugade, 2018; Buonaccorsi, 1996). 

Ridge regression deflects lightly the regression coefficients estimations, the principle is 

penalization of such regression coefficients 𝛽 that evince the marks of multicollinearity (NCSS 

Statistical Software, 2019; Oleszak, 2019; Breheny, 2011; Golub, Heath and Wahba, 1979). The 

real effect of the ridge regression is strengthening the diagonal of the 𝐗T𝐗 matrix as described by 

Zvára (2008). The mathematical form is provided in the formula (6) according to Xiao, Coots and 

Ye (2017) and Zvára (2008). 

�̂�𝐑𝐑 = (𝐗T𝐗 + λ𝐈𝒏)−1𝐗T𝐲 

 where: 

�̂�𝐑𝐑 .......................... vector of the estimations of the regression coefficient 𝛽 numerated by 

ridge regression for the subset 𝛾 consisting of 𝑝 dimensions [-], 

𝐗 .............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions [-], 

λ .............................. ridge regression constant [-], 

𝐈𝒏 ............................. identity matrix of the (𝑛 × 𝑛) dimensions [-], 

𝐲 .............................. vector of real empirically found values of dependent variable consisting 

of  𝑛 dimensions [-]. 

Van Wieringen (2019) shows that the estimation of vector �̂�𝐑𝐑 allows the user to compute 

the final vector of predicted values �̂�𝐇𝐑 as demonstrated in formula (7).  

�̂�𝐑𝐑 = 𝐗�̂�𝐑𝐑 

where: 

�̂�𝐇𝐑 .......................... vector of predicted values of independent variable consisting of 𝑛 

dimensions numerated by ridge regression [-], 

𝐗 .............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions [-], 

�̂�𝐑𝐑 .......................... vector of the estimations of the regression coefficient 𝛽 numerated by 

ridge regression for the subset 𝛾 consisting of 𝑝 dimensions [-]. 

(6) 

(7) 
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4 PROBLEMS SOLVING 

This Chapter contains the description of the execution of the subject of the thesis.  

4.1 Model inputs 

The model quantifies the influence of particular factors, that were identified in the literature 

review as factors that determine the public transportation services. Each factor is represented by an 

appropriate input value. The overview of model inputs is introduced in the Table 1. 

Table 1The overview of all potentially entering inputs to the mathematical-statistical model 

Input 

identifier 𝑗 

Name and description of the factor 

(always related to the assessed municipality unit) 

Binary 

variable 

1  Inhabitants count no 

2  The women share on total inhabitants count no 

3  The share of economically active population on total inhabitants count no 

4  Unemployment rate no 

5  The count of microbusinesses no 

6  The count of little businesses no 

7  The count of middle businesses no 

8  The count of large businesses no 

9  The count of elementary schools no 

10  The count of secondary schools no 

11  The count of tertiary schools and universities no 

12  
The count of municipal units with the inhabitant count within the ⟨𝐴; 𝐵) range 

remoted no more then defined distance of 𝐷 
no 

13  
The count of municipal units with the inhabitant count within the ⟨𝐵;∞) range 

remoted no more than defined distance of 𝐷 
no 

14  
The distance to the regional center, in specific cases of bicentric regions the 

sum of distances to both centers can be used 
no 

15  Administrative part of the regional center yes 

16  Regional border remoted no more than defined distance of 𝐸 yes 

17  National border remoted no more than defined distance of 𝐺 yes 

18  The existence of important cultural sight or social-cultural facilities yes 

19  
The existence of important natural sight or location within the area of natural 

protected area 
yes 

20  The location at the road with the transportation density within the ⟨𝐽; 𝐾) range yes 

21  The location at the road with the transportation density within the ⟨𝐾; ∞) range yes 

22  

The location by the crossing of important roads both exceeding the transport 

density of 𝐿, or at the railway crossing where both lines are regularly served by 

passenger transport 

yes 

23  
The existence of a railway station or stop on the track regularly served by 

passenger transport  
yes 

24  The altitude higher than the limit of 𝑀 yes 

25  Specific factor defined in the critical analysis of previous model version yes /no 

Source: author 



 

- 13 - 

Particular limit values used in the Table 1 𝐴, 𝐵, 𝐷, 𝐸, 𝐺, 𝐽, 𝐾, 𝐿 and M shall be defined in 

more variants and all of them will be tested during the process as limit values 𝜁. 

4.2 Methodology of the evaluation of the extent of public transport services 

The methodology of the evaluation of the extent of public transport services in certain 

municipality units within a region with the usage of a mathematical-statistical model of public 

transport services connection count prediction is introduced in this chapter. The scientific methods 

described in chapter 3 are used in order to create the described methodology. 

The methodology has 6 steps that will be shortly described in the subchapters. 

4.2.1 Initialization – a decision to create the model 

There are two basic types of reasons that lead to the decision to create the model: 

1. The evaluation of the reference state, which can be present-time situation or potential 

alternative as s decision support during public transport optimization. 

2. Theoretical point of view on this issue as part of scientific research in order to get 

better understanding of this area. 

The decision about the model creation must be followed by exact specification of evaluated 

region. 

4.2.2 Specification of the municipal units and the public transport stops and stations 

distribution 

During the second step of the methodology the municipal units of the region are specified, 

their area is precisely defined, and the public transport stops and stations are assigned to the units 

with the emphasis on real importance of these stops and stations for certain municipal units. 

When the public transport stops and stations serve more municipal units, it can lead the 

solver to the respecification of the municipal units structure by merging these municipal units 

together for the model. 

4.2.3 Data collection 

Two data spheres are identified and included to the model. 

First data needed for the model are the data about reference public transport services within 

the analyzed region. The most usual type of the analyzed reference public transport services state is 

the contemporary situation of its provision. The data is structured as the count of public transport 

service connections in each single municipal unit in defined time unit, typically the amount of 

public transport service connections within 24 hours of a standard weekday. The difference between 

public transport service connections of different character aren’t considered as all of them lead to 

the same outcome for analyzed municipal unit, this covers the different transport modes as well as 
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different financial background of the connections (provided by a transport company on a 

commercial basis or as an obligation given by public transport services contract). 

The outcome is structured into a vector 𝐲, the vector is described in the formula (8). 

𝐲 = (
𝑦1

⋮
𝑦𝑛

) 

where: 

𝐲 .............................. vector of reference values of public transport service connections in all 

𝑛 included municipal units within a defined time unit [-], 

𝑦1 ............................ reference value of public transport service connections in the municipal 

unit 𝑚 = 1 within a defined time unit [-], 

𝑦𝑛 ............................ reference value of public transport service connections in the municipal 

unit 𝑚 = 𝑛 within a defined time unit [-], 

𝑛 .............................. the count of municipal units included to the model, 𝑛 ≥ 1 ∧ 𝑛 ∈ ℕ [-]. 

The other data needed are the numerical representations of all the factors that determine 

public transport service connections count, their overview is in Table 1. The data is structured in an 

𝐗𝒊 matrix, its structure is introduced in formula (9). The 𝐗𝒊 matrix has 𝑁 versions, one for each 

input combinations 𝑖. The input combinations are derived from the limit values introduced in 

subchapter 4.1. 

𝐗𝒊 = (
1
1
1

  
𝑥1

1 ⋯ 𝑥𝑘
1

⋮ ⋱ ⋮
𝑥1

𝑛 ⋯ 𝑥𝑘
𝑛

) 

where: 

𝐗𝒊 ............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions for the 𝑖th 

combination of inputs consisting of  𝑛 dimensions [-], 

𝑖 ............................... identifier of certain input combination, 𝑖 ∈ 〈1; 𝑁〉 ∧ 𝑖 ∈ ℕ [-], 

𝑥1
1, … , 𝑥𝑘

𝑛 ................. particular independent variables [-], 

𝑘 .............................. regression parameters count, 𝑘 ≥ 1 ∧ 𝑘 ∈ ℕ [-], 

𝑛 .............................. the count of municipal units included to the model, 𝑛 ≥ 1 ∧ 𝑛 ∈ ℕ [-]. 

4.2.4 Model construction 

Fundamental step of the methodology is the construction of mathematical-statistical model. 

The main inputs for the model are vector 𝐲 and matrices 𝐗𝒊 both prepared in the subchapter 4.2.3. 

The model construction has three phases: 

1. Initial construction of the regression model using the multiple linear regression – 

standard ordinary least squares method. 

(8) 

(9) 
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2. The second phase specifies the prediction from the first phase by implementing the 

LTS method of robust regression. This method is implemented in order to manage 

the existence of outlier in the input data (observations). 

3. Third phase than deals with the multicollinearity by using ridge regression. 

First phase is based on formulas (3) and (4). The output dimensions of vector �̂� are used to 

count the residuals, as shown in formula (10). 

𝑒𝑂𝐿𝑆,𝑖
𝑚 = 𝑦𝑚 − �̂�𝑂𝐿𝑆,𝑖

𝑚  

where: 

𝑒𝑂𝐿𝑆,𝑖
𝑚  ....................... the residual in the regression model counted by ordinary least squares 

regression for the 𝑖th combination of inputs for municipal unit 𝑚 [-], 

𝑦𝑚 ........................... reference value of public transport service connections in the municipal 

unit 𝑚 within a defined time unit [-], 

�̂�𝑂𝐿𝑆,𝑖
𝑚  ....................... predicted value of public transport service connection in municipal unit 

𝑚 within defined time unit counted by the ordinary least squares 

regression for the 𝑖th combination of inputs [-]. 

The next phase is including the robust regression which deals in outliers in data inputs. The 

robust regression has several methods, the LTS method will be used in this case. The LTS 

method needs the information about the outlier count in the observation data. This count is 

represented by the trimming constant 𝑟. The outliers count is obtained by testing of 

studentized residuals of each observation. Afterwards the trimming constant 𝑟 is set as 

accrding to the formula (11). 

𝑟𝑖 = 𝑛 − 𝜌𝑖 

where: 

𝑟𝑖 ............................. trimming constant, the number of municipal units included in particular 

subsets 𝛾 of the minimization criterion of LTS method for the 𝑖th 

combination of inputs, 𝑟 ∈ 〈1; 𝑛〉 ∧ 𝑟 ∈ ℕ [-], 

𝑛 .............................. the count of municipal units included to the model, 𝑛 ≥ 1 ∧ 𝑛 ∈ ℕ [-], 

𝜌𝑖 ............................. the count of outliers obtained by the studentized residuals for the 𝑖th 

combination of inputs, 𝜌𝑖 ∈ 〈1; 𝑛 − 2〉 ∧ 𝜌𝑖 ∈ ℕ [-]. 

Afterwards the subsets 𝛾 are created for each 𝑖th combination of inputs. For each 

combination of subset 𝛾 and input combination 𝑖 the vector of the estimations of the regression 

coefficient 𝛽 is counted according to the formula (12). 

�̂�𝜸
𝒊 = (𝐗𝜸

𝒊 T
𝐗𝜸

𝒊 )
−1

𝐗𝜸
𝒊 T

𝐲𝜸 

(10) 

(11) 

(12) 
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where: 

�̂�𝜸
𝒊  ............................ vector of the estimations of the regression coefficient 𝛽 consisting of 𝑝 

dimensions numerated by ridge regression for the subset 𝛾 for the 𝑖th 

combination of inputs [-], 

𝐗𝜸
𝒊  ............................ matrix of independent variables of the (𝑟𝑖 × 𝑝) dimensions for the 𝑖th 

combination of inputs containing only such municipal units 𝑚 that were 

included in the subset 𝛾 [-], 

𝐲𝜸 ............................. vector of reference values of public transport service connections within 

a defined time unit consisting of 𝑟𝑖 dimensions containing only such 

municipal units 𝑚 that were included in the subset 𝛾 [-]. 

Based on vector �̂�𝜸
𝒊  the values of �̂�𝛾,𝑖

𝑚  and 𝑒𝛾,𝑖
𝑚  with the usage of analogies to formulas (4) 

and (10). For each subset 𝛾 the ordinal order of second powers of the resiudals 𝑒
𝛾,𝑖

[𝑚𝛾
𝑖 ]

 for each 

municipal unit included in such subset 𝛾 is set. The order is then used in LTS method as described 

in the subchapter 3.2.2. Once the optimal subset 𝛾𝑜𝑝𝑡 is identified, matching vector �̂�𝒊
𝐋𝐓𝐒 is found 

and this vector is used to count the vector �̂�𝒊
𝐋𝐓𝐒 as described in formula (13). 

�̂�𝒊
𝐋𝐓𝐒 = 𝐗𝒊�̂�𝒊

𝐋𝐓𝐒 

where: 

�̂�𝒊
𝐋𝐓𝐒 ......................... vector of the predicted values of public transport service connections 

within defined time unit consisting of 𝑛 dimensions counted by the LTS 

method of robust regression for the 𝑖th combination of inputs [-], 

𝐗𝒊 ............................. matrix of independent variables of the (𝑛 × 𝑝) dimensions for the 𝑖th 

combination of inputs consisting of  𝑛 dimensions [-], 

�̂�𝒊
𝐋𝐓𝐒 ......................... vector of the estimations of the regression coefficient 𝛽 consisting of 𝑝 

dimensions counted by the LTS method of robust regression for the 𝑖th 

combination of inputs [-]. 

The valuables of �̂�𝐿𝑇𝑆,𝑖
𝑚  and 𝑒𝐿𝑇𝑆,𝑖

𝑚  can be counted afterwards with the usage of analogies to 

formulas (4) and (10). The calculation follows by calculating the residual sum of squares for 

each 𝑖th combination of inputs as shown in formula (14). 

𝑅𝑆𝑆𝑖
𝐿𝑇𝑆 = ∑ 𝑒𝐿𝑇𝑆,𝑖

𝑚 2

𝑛

𝑚=1
𝑚∈𝑈𝑖

= ∑ (𝑦𝑚 − �̂�𝐿𝑇𝑆,𝑖
𝑚 )

2
𝑛

𝑚=1
𝑚∈𝑈𝑖

 

where: 

𝑅𝑆𝑆𝑖
𝐿𝑇𝑆 .................... residual sum of squares for the 𝑖th combination of inputs constructed 

only for such municipal units 𝑚 that are included in the optimum subset 

𝛾𝑜𝑝𝑡 [-], 

(13) 

(14) 
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𝑚 ............................. identifier of particular municipal unit, 𝑚 ∈ 〈1; 𝑛〉 ∧ 𝑚 ∈ ℕ [-], 

𝑈𝑖 ............................ set of municipal units 𝑚 that are included in the optimum subset 𝛾𝑜𝑝𝑡 of 

the robust regression LTS method for the 𝑖th combination of inputs [-], 

𝑛 .............................. total count of municipal units in the analyzed region, 𝑛 ≥ 1 ∧ 𝑛 ∈ ℕ [-], 

𝑒𝐿𝑇𝑆,𝑖
𝑚  ....................... the residual for the municipal unit 𝑚 in the model counted only for such 

municipal units 𝑚  that were included in the optimum subset 𝛾𝑜𝑝𝑡 of the 

robust regression LTS method for the 𝑖th combination of inputs [-], 

𝑦𝑚 ........................... reference value of public transport service connections in the municipal 

unit 𝑚 within a defined time unit [-], 

�̂�𝐿𝑇𝑆,𝑖
𝑚  ....................... predicted value of public transport service connections in municipal 

unit 𝑚 within defined time unit counted by the robust regression LTS 

method for the 𝑖th combination of inputs [-]. 

Once all the 𝑅𝑆𝑆𝑖
𝐿𝑇𝑆 counted the minimum value of 𝑅𝑆𝑆𝑖

𝐿𝑇𝑆 for each set 𝜃𝜁 can be found. 

The sets 𝜃𝜁 are defined for each defined limit value 𝜁. Finding the 𝑖th combination with lowest 

𝑅𝑆𝑆𝑖
𝐿𝑇𝑆 in each set 𝜃𝜁 allows the user to introduce the final optimum combination of limit values 

𝜁𝑜𝑝𝑡. The LTS method is counted once again for the optimum limit values 𝜁𝑜𝑝𝑡 that create the 

matrix 𝐗𝛇𝐨𝐩𝐭
, the outcome of the calculation is new vector �̂�𝛇𝐨𝐩𝐭

𝐋𝐓𝐒 . 

The statistical 𝑡 test follows up to identify the variables with statistically significant 

influence. After carrying out the 𝑡 tests the set of 𝑉 that includes 𝑣 values which represent all the 

variables that their statistically significant influence wasn’t proven. Afterwards new matrix 𝐗𝐨𝐩𝐭 

that replaces the matrix 𝐗𝛇𝐨𝐩𝐭
 in upcoming formulas is created, the rules for 𝐗𝐨𝐩𝐭 are described 

clearly in the formula (15). 

𝐗𝐨𝐩𝐭 = (𝑥𝑗
𝑚) for ∀ 𝑗 ∈ 𝑄 ∧  𝑗 ∉ 𝑉 ∧ for ∀ 𝑚 

where: 

𝐗𝐨𝐩𝐭 ......................... matrix of the final values of input independent variables with proven 

statistically significant influence on the final count of the public 

transport service connections within a defined time unit of the  

[𝑛 × (𝑝 − 𝑣)] [-], 

𝑥𝑗
𝑚 ........................... the value of 𝑗th input for the municipal unit 𝑚 [-], 

𝑗 ............................... identifier of particular input independent variable, 𝑗 ∈ 〈1; 𝑘〉 ∧ 𝑗 ∈ ℕ [-], 

𝑄 ............................. the set of input variables 𝑗 that are included in the matrix 𝐗𝛇𝐨𝐩𝐭
 that is 

compliant with optimum limit values 𝜁𝑜𝑝𝑡 [-], 

𝑉 ............................. the set of input variables  𝑗 that were proven to have no statistically 

significant influence on the final count of the public transport service 

connections within a defined time unit [-], 

(15) 



 

- 18 - 

𝑚 ............................. identifier of particular municipal unit, 𝑚 ∈ 〈1; 𝑛〉 ∧ 𝑚 ∈ ℕ, where 𝑛 

(𝑛 ≥ 1 ∧ 𝑛 ∈ ℕ) is total count of municipal units in the analyzed region 

[-]. 

Analogically to formula (15) the matrix 𝐗𝐋𝐓𝐒
𝐨𝐩𝐭

 is created. This matrix has same 

characteristics, but only 𝑚 ∈ 𝑈𝜁𝑜𝑝𝑡
 are included. 𝑈𝜁𝑜𝑝𝑡

 is the set of municipal units that are included 

in the optimum subset 𝛾𝑜𝑝𝑡. 

The ridge regression is included in the third phase. The ridge regression manages the 

problem of multicollinearity that occurs in the input data vectors. The ridge regression constant λ is 

counted by the leave-one-out version of generalized cross-validation. The ridge regression is then 

carried out using the formulas (6) and (7). Final values of the predicted values of public transport 

service connections in municipal units 𝑚 within defined time unit is counted according to formula 

(16). 

�̂�𝑅𝑅
𝑚 = �̂�0

𝑅𝑅 + ∑ �̂�𝑗
𝑅𝑅 × 𝑥𝑗

𝑚

𝑘

𝑗=1
𝑗∉𝑉

 

where: 

�̂�𝑅𝑅
𝑚  .......................... predicted value of public transport service connections in municipal 

unit 𝑚 within defined time unit counted by the ridge regression [-], 

�̂�0
𝑅𝑅 .......................... the estimation of the intercept term counted by the ridge regression [-], 

𝑗 ............................... identifier of particular input independent variable, 𝑗 ∈ 〈1; 𝑘〉 ∧ 𝑗 ∈ ℕ [-], 

𝑉 .............................. the set of input variables  𝑗 that were proven to have no statistically 

significant influence on the final count of the public transport service 

connections within a defined time unit [-], 

𝑘 .............................. regression parameters count, 𝑘 ≥ 1 ∧ 𝑘 ∈ ℕ [-], 

�̂�𝑗
𝑅𝑅 .......................... the estimation of the regression coefficient of 𝑗th independent variable 

counted by the ridge regression [-], 

𝑥𝑗
𝑚 ........................... the value of 𝑗th input for the municipal unit 𝑚 [-]. 

The value �̂�𝑅𝑅
𝑚  as the result of formula (16) represents the main outcome from the model. 

The residual 𝑒𝑅𝑅
𝑚  shall be counted afterwards by using the analogy of formula (10). 

The model optimization is based on the multiply linear regression and ordinary least squares 

method, however it is adapted to the need to reflect the real state of different factors that determine 

public transportation services in analyzed region. The model is robust enough to prevent outliers 

from spoiling the outcome data and ridge regression removes ominous influence of the unavoidable 

multicollinearity. 

(16) 
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4.2.5 Model assessment 

The statistical model is subject to tests of statistical credibility afterwards, the adjusted index 

of determination is counted as well as 𝑡 tests and 𝐹 test are carried out. 

The second phase of this step is critical assessment of the model and models comparison 

with the assumptions and experience. The critical assessment may lead to identification of new 

factor that was omitted when the first set of public transport determining factors were firstly set. 

In case that statistical verification is negative or the logical assessment leads to such 

discrepancies that cause serious doubts about the models credibility it can lead to rejecting all the 

models outcome. 

4.2.6 Outcomes interpretation 

Final part of the methodology is the outcomes interpretation, the verbal explanation of 

values from the model leads to understanding the real importance of the outcomes and also it 

sketches the logical bonds in the model. The degree of influence of each factor can be counted for 

each municipal unit. Also, the residuals shall be discussed, and the larger residuals explained. 

4.2.7 Methodology scheme 

The schematic representation of the methodology of the evaluation of the extent of public 

transport services in certain municipality units within a region with the usage of a mathematical-

statistical model of public transport services connection count prediction is provided in the Figure 1. 

The scheme shows basic structure of the methodology, it doesn’t cover all the details, only main 

steps. The scheme includes the connection to the subchapters that describe particular step of the 

methodology in wider details. 
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Figure 1 Schematic representation of the methodology (author) 
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4.3 Methodology application 

Within the scope of the doctoral thesis the methodology was applied on a real data from 

chosen region of the Czech Republic. The application was carried out on the data from the district 

of Ústí nad Labem in northwest part of the Czech Republic in the Ústecký region. The methodology 

used the data updated to 1 August 2019. The acceptable walking distance was set to 1 km. 

According to Czech Statistical Office 207 basic municipal units were identified, out of them 97 

were parts of the regional center of Ústí nad Labem. After the analysis 95 municipal units enter the 

model. Out of the 95 municipal units, the outcomes for 15 chosen municipal units is presented in 

Table 2. 

Table 2 Final estimations of the public transport services connection counts in chosen municipal units 𝑚 and the 

residuald of these estimations including the comparison with reference state 

𝑚 Municipal unit 

Reference count of 

public transport 

services connection 𝑦𝑚 

The estimation of the 

public transport services 

connection count �̂�𝑅𝑅
𝑚  

The residual 𝑒𝑅𝑅
𝑚  

2 Arnultovice 25,0 22,54 2,46  

9 Čeřeniště 5,0 22,42 -17,42  

11 Český Újezd 130,0 108,67 21,33  

12 Dolní Zálezly 46,0 33,63 12,37  

14 Dubice 18,0 27,00 -9,00  

26 Knínice 42,0 37,04 4,96  

32 Libouchec 113,0 75,60 37,40  

37 Lysá 4,0 7,50 -3,50  

52 Ostrov 0,0 7,54 -7,54  

53 Petrovice 40,0 37,53 2,47  

66 Řehlovice 44,0 53,29 -9,29  

67 Řetouň 12,0 7,85 4,15  

68 Sebuzín 68,0 83,48 -15,48  

80 Telnice 29,0 24,39 4,61  

84 Ústí nad Labem 2.498,4 2.374,14 124,26  

Source: Dopravní podnik města Ústí nad Labem (2019), CHAPS and Ministerstvo dopravy ČR (2019), SŽDC (2019), 

author 

The adjusted determination index reaches the value of 88,71 %, that is acceptable. Statistical 

tests approve the credibility of the model. 
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5 RESULTS AND DISCUSSION 

In this thesis a methodology of the evaluation of the extent of public transport services in 

certain municipality units within a region with the usage of a mathematical-statistical model of 

public transport services connection count prediction has been proposed. This methodology has 

been proposed based on the results of the analysis of the current situation in the researched area in 

the Czech Republic and abroad in compliance with the findings of the analysis. Public transport 

services are essential for contemporary society, they bring crucial benefits especially in the social 

area and at the same time it’s the only competitive alternative to individual motorism that is widely 

understood as environmentally friendly. Its importance increases in suburb and rural areas, where 

often it is the only possibility to access civic amenities. Public transport services aren’t viable on 

commercial basis in most cases, they have to subsidized through public service obligations 

contracts. The system has long history and in general it’s rather quality system, the problem is its 

regional inconsistency. The issue of the thesis is very actual. 

There are three general areas of usage of the proposed methodology. The first one is the 

practical application on particular regions according to the needs of the competent authorities 

managing public transport services, especially the organizers of integrated transport systems and 

transport responsible at the regions. The usage of such methodology can be very good decision 

supporting tool when deciding about public transport services and their extent. Also, it can be useful 

when defining standard and above-standard level of public transport services. 

The second are of usage is the field of theoretical transport research for science, it is first 

tool that can help to understand which factors really influence the final extent of public transport 

services. The third area is strongly connected to the second one, it’s the field of education. 

The overview of pros and cons of the methodology follows in the Table 3. 

Table 3 Pros and cons of the methodology 

Pros Cons 

High statistical credibility of the prediction Limits given by the regression function 

Stability and logical integrity of the prediction 
The necessity to discard fully linearly dependent input 

variables 

Models modularity Extreme computation demanding 

Universal applicability 
Model can’t include all the existing factors, such as 

political ones 

Simplicity of the construction The accessibility and recency of input data 

Source: author 

Several ways of future development of the model are to be mentioned: 

1. First area is the implementation of detailed characteristics of included public 

transport connections. This could cover their routing (towards the regional center, 
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from the regional center, round connection) as well as more accurate time description 

(peak/off-peak hour). 

2. The second area leads to transforming the model into the normative one. The 

universal descriptive model can be easily transformed into normative one that would 

enable the competent authorities to model easily public transport services structure. 

Normative parameters would have to be introduced and implemented. 

3. The third area covers the implementation of socio-economical characteristics that 

would enable the weighted comparison of particular regions based on their 

economical productivity. 

In compliance with these three areas of future development there is still vast potential to 

implement new factors to the model and to find mathematical ways of quantification to include the 

factors that are known to determine the public transport service, but there is no known way how to 

transform them into values that could be used as inputs in the model. Also, minor simplifications 

can be done in the model after wider user experience, when it’s obvious that certain changes can 

lead to reducing the complicative manners of the model with only weak influence on the results if 

any influence at all. 
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6 AUTHOR'S OWN CONTRIBUTION 

The doctoral thesis brings three major areas of author’s own contribution. First of them is 

the thorough and detailed literature review analyzing both on Czech and foreign literature sources. 

The literature review focuses on public transportation services and their position in context of 

transport in general. The emphasis is put on the importance of public transport services in 

contemporary society, especially from the point of view of social aspects. The stronger accent is 

kept on the area of factors determining public transport services, that is cornerstone of the literature 

review. Also transport policy and the actual political situation in the Czech Republic is covered. 

The literature review is widely used as a base for other research in this scientific field. 

Second major area of author’s contribution is the analysis and choice of particular 

prognostic methods derived from basic liner regression. During the process of methodology 

creation several scientific methods based on regression were tested on particular regions. As the 

result of this analysis author introduces the issue of linear regression, it’s mathematical formulas 

and systematics and its application into practical problem. Considering the characteristic of input 

data the higher penetration of outliers would spoil the outcomes and also refuse the essential 

condition of normal statistical distribution of the residuals, thus robust regression is implemented. 

Several robust regression methods were analyzed and finally the LTS method was chosen. The 

outliers were followed by another problematic issue, the multicollinearity. Few methods were 

tested, among Partial Least Squares, Least Absolute Shrinkage and Selection Operator, Best Subset 

Regression and Ridge Regression the ridge regression was chosen because of higher fidelity and 

credibility, but still ability to interpret the influence of particular factors. 

Third major area of author’s contribution is crucial one from the point of view of this 

doctoral thesis and it is designing a methodology of the evaluation of the extent of public transport 

services in certain municipality units within a region with the usage of a mathematical-statistical 

model of public transport services connection count prediction. The methodology leads to designing 

a model, that predicts the estimations of public transport service connection counts in particular 

municipality units in the analyzed region within defined time unit, with high credibility. Several 

control mechanisms are included in the methodology too, these mechanisms focus not only on 

mathematically correct way, but also on the logical connections and critical analysis of the 

outcome. The model is universal decision supporting tool for all public transport services 

organizers. 
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7 CONCLUSION 

The public transport in the Czech Republic haven’t fully adapted yet to the complex major 

changes that happened in last 30 years in the structure of national economy and political and social 

life, however dynamical development is already setting new challenges of the social-cultural as well 

as economical kind. Its character as social service is emphasized recently, it leads to the essential 

mobility, whole this point is gaining more importance in the future prospect in compliance with 

society aging, living standard growth and paradigm change in the relationship to the environment 

and its harming by the society. 

The aim of this doctoral thesis was designing a methodology of the evaluation of the extent 

of public transport services in certain municipality units within a region with the usage of a 

mathematical-statistical model of public transport services connection count prediction. The 

methodology was designed by the author, described in very detailed way and applied on real data 

from the Ústí nad Labem district. The model which is an outcome from the methodology reaches 

high statistical credibility and it is universally usable. The aim was thoroughly fulfilled. 

Introduced methodology is widely usable as a decision supporting tool for the competent 

authorities responsible for public transport services in each region. At the same time constructed 

model brings valuable information for the theoretical research in the area of transport sciences. The 

scientific work can focus on further development of the model. 

Authors ambition is to use this doctoral thesis as a starting point for wider discussion about 

the importance of public transport services provided in regions of the Czech Republic and complex 

point of view on transport in general, regional disparities and reasons that lead to them, extent of 

public transport services in particular regions and general purpose of public transport services 

supply and its priorities in future development. 
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